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Abstract: 

The use of neural machine algorithms to translate English is a hot research topic at present. Using the 

traditional sequential neural framework for English translation has its own limitations in capturing long-

distance information. Aiming at the shortcomings of traditional machine translation algorithms, this paper 

establishes an attention encoding and decoding model, and combines the attention mechanism with the 

GRU neural network framework, which proves that the performance of the proposed algorithm model is 

significantly improved compared to the traditional model. Selecting the semantic error to construct the 

objective function during training can well balance the influence of each part of the semantics, and fully 

consider the alignment information, providing powerful guidance for the training of deep recurrent neural 

networks. Experiments show that the English translation model based on recurrent neural network has 

high effectiveness and stability. 
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I. INTRODUCTION 

 

With the rapid development of the economy and the rapid development of the Internet industry, the 

status of English translation in world trade has gradually increased. Machine translation technology can 

overcome various problems in human translation and reduce the economic and time consumption of 

manual translation. In the current era of high informationization, people's requirements for English 

translation are gradually increasing, and the need for computers to understand and translate the English 

language is becoming more and more urgent [1-4]. The computer's English translation ability directly 

affects the translation [5]. The application effect of the results is closely related to people's economic 

activities. However, the English translation results will have grammatical errors, which will cause 

deviations in the computer translation results and affect the output and judgment of the English translation 

results [6-8]. Therefore, in previous studies, a large number of experts and scholars have proposed 

automatic identification methods for machine English translation errors, in an effort to reduce the impact 

of English translation errors on economic activities. 

 

Zhang Nan et al. used the neural machine translation method to predict the translation results of 

Chinese and English, and completed the identification of translation errors in the process of prediction [9]. 



Forest Chemicals Review 

www.forestchemicalsreview.com 

ISSN: 1520-0191  

March-April 2022 Page No. 901-906 

Article History: Received: 08 February 2022, Revised: 10 March 2022, Accepted: 02 April 2022, Publication: 30 April 2022 

 

902 

 

As a research direction in the field of natural language processing and artificial intelligence, machine 

translation mainly uses computers to realize the mutual conversion between different languages [10-13]. 

At present, many Internet companies provide multilingual online translation services, such as Google 

Translate, Microsoft Bing Translator, Baidu Translator, etc., but there is still a big difference between the 

quality of machine translation and professional translation, especially in the translation of some long 

sentences. The word order difference between the source language and the target language is difficult to 

describe accurately [14]. In order to solve the problem of long-distance sequencing, related scholars have 

carried out various researches [8-10]. For example, the ordering model based on maximum entropy 

completes the accurate translation of sentences through the relationship between different words in the 

sentence [11]; some scholars implant the source language syntactic information into the translation model, 

which effectively improves the accuracy of the description of long-distance ordering. However, it is easy 

to cause the problem of prolonged translation and decoding time [12]. 

 

The above-mentioned traditional decoding-decoding algorithm framework focuses on single-sentence 

translation, that is, focusing on specific sentences for translation. Using the constructed algorithm model to 

translate word by word will create a sense of separation between sentences. This is not conducive to the 

translation of the text, and will cause the semantic discontinuity between the text and sentences, and the 

overall translation is not smooth. In addition, translating only a single sentence has the problem that the 

sentence may be ambiguous. The recognition speed of this method is relatively high, but the recognition 

accuracy and effectiveness are poor. To this end, using multi-feature fusion technology, a new automatic 

recognition method for machine English translation errors is designed. In order to ensure that this method 

has application value after the design is completed, a corresponding experimental link is constructed to 

verify it to ensure that this method has research significance. 

 

II. MODEL 

In traditional natural language processing systems, vocabulary is usually regarded as high-dimensional 

sparse features [13-15]. On the basis of related research, in order to improve the promotion ability of high-

dimensional vocabulary, this paper realizes the low-dimensional dense transformation of high-dimensional 

vocabulary by establishing a neural network model, and uses the mapping relationship to convert similar 

vocabulary into low-dimensional vocabulary. Similar points, a negative sampling fast learning algorithm is 

established, as shown in Figure 1. 
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Fig. 1 GRU neural network 
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2.1 Autoencoder 

 

This paper proposes a neural network reservoir resettlement sustainable development evaluation model 

based on the Encoder-Decoder structure. Then, the extremely deep architecture is shown and the parameter 

learning algorithm is given. First, we assume that there are N input-output training data pairs '
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nx x x x R     where is the input part with input variables, and is the output part with only 

one output variable. An autoencoder is an unsupervised neural network consisting of three layers, an input 

layer, a hidden layer and an output layer [16]. It tries to mine a limited number of representations to 

reconstruct its input, the target output is equal to the input of the model. Figure 2 shows the structure of an 

autoencoder with L hidden nodes. 

 

 

 

Fig.2 Autoencoder 

 

2.2 Extreme Stacked Autoencoder 

 

To predict energy consumption, we propose a deep learning method named extreme SAE, and the 

proposed encoding structure is shown in Figure 3. In this approach, the input is fed into the SAE part, and 

then the fully connected layers are trained by the ELM. The SAE part is used to extract building energy 

consumption features, while the ELM part is used as a predictor to obtain accurate prediction results. 
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Fig.3 Structure with k hidden layers. 

 

To design a well-performing network, the optimal parameters should be chosen, including the 

parameters in the SAE part and the ELM part should be determined first. In this study, we used two steps 

to determine these parameters. In the first step, we pretrain the parameters. Then, in the second step, we 

use the least squares method to find the parameters in the ELM. 

 

III. Experiment 

 

In order to confirm that the automatic recognition method of machine English translation based on 

GRU neural network proposed in this study has application value, an experiment was constructed to 

analyze the application effect of this method. 

 

3. 1 Experimental environment 

 

In the process of this experiment, the experimental platform is set as the windows and linux systems, in 

which the collection and processing of the original translation information and extended information are 

completed, and the experimental part will be completed in the linux system [17-20]. During the 

experiment, JAVA is used as the experimental control language, and the processing of files and the output 

of experimental results are controlled by this language. At the same time, set the rules for merging 

experimental results, process the experimental results, and output the results. 

 

3.2 Experimental results 

 

We have conducted comparative experiments in the password sets mentioned above. We respectively 
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input the test set passwords in the CDS password set, Rosg password set, Tianya password set and Yahoo 

password set into DNN-HM, LSTM-CTC and the model of this paper. The word error rates of are shown 

in Table 2. 

 

TABLE 2 Experimental results on four data sets 

Dataset model word error rate（%） 

 

CDS 

DNN-HM 20.8 

LSTM-CTC 20.7 

Our method 19.8 

 

Rosg 

DNN-HM 21.9 

LSTM-CTC 20.9 

Our method 19.5 

 

Yah 

DNN-HM 20.5 

LSTM-CTC 20.3 

Our method 19.4 

 

IV. CONCLUSION 

 

Aiming at the current English translation results, this paper proposes a new method for automatic 

recognition of translation errors, which has been proved to have certain practical effects through 

experiments. This time, the focus of the research is based on the accuracy of recognition, and there is no 

optimization for other fields. In order to solve the shortcomings of inaccurate translation and incomplete 

semantics in the traditional decoding-decoding algorithm translation model, this paper proposes to 

combine the attention mechanism and the recurrent neural network model to establish an English-Chinese 

translation model with an improved attention mechanism. The model can improve the contextual semantic 

connection and parallel computing performance, and then effectively improve the translation quality of 

long sentences. The experimental results show that the translation performance of the method proposed in 

this paper is significantly better than the traditional translation model. In the long sentence translation test, 

the translation performance of the improved attention mechanism translation model is also ideal. 
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