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Abstract: 

With the rise of deep neural networks, face recognition technology has developed rapidly. However, the 

low-quality video S2V face recognition under the conditions of poor lighting conditions and low 

resolution still does not achieve the expected effect due to the heterogeneous matching problem between 

the low-quality test video and the high-definition image of the sample library. Aiming at this problem, a 

low-quality video face recognition method based on super-resolution reconstruction is proposed. First, 

multi-dimensional features can be extracted by training video data with convolutional neural network; 

secondly, video features are input into the attention model, and local face features, face positions and 

temporal memory units are obtained according to the temporal continuity information of video data; 

finally, Q-learning is adopted. Iteratively calculates the output of the attention model, finds the optimal 

frame sequence containing the face, and uses this to calculate the video matching accuracy.The 

experimental results show that the method can effectively improve the accuracy of video face 

recognition in complex backgrounds. 

Keywords: Big data technology; innovative; training method. 

 

I. INTRODUCTION 

 

Face recognition uses camera equipment to collect face images, which is a technology for 

identification based on the facial feature information of the target to be detected. With the popularization 

and application of computer network technology, face recognition technology is widely used in many 

fields such as gate access control, attendance management, and face payment [1-3]. Traditional 

biometric technologies [4-5], such as fingerprint recognition, voice recognition, and iris recognition, 

may be seriously affected by internal and external factors, resulting in low recognition efficiency, or 

they may be difficult to identify. 

 

Software and hardware facilities have high requirements and are difficult to popularize and apply. 

Compared with traditional biometric technology, face recognition technology can more intuitively and 

conveniently verify personnel identity information through video surveillance equipment[6-10]. It has 

the characteristics of simplicity, efficiency, economy and scalability. control and many other aspects. 

The problem of heterogeneous matching between the low-resolution video frames to be recognized and 

the high-resolution images in the sample library is the main difficulty in the research of low-quality 
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video face recognition[11-14]. In order to solve this problem, this paper proposes a video face 

recognition model based on super-resolution reconstruction, which solves the problem of heterogeneous 

matching by reconstructing low-resolution view frames and improves the recognition accuracy. The 

model selects key frames according to the face pose design algorithm, which solves the problem of low 

stability of recognition accuracy in the random selection algorithm. A super-resolution reconstruction 

model S2V-SR suitable for low-quality video face recognition is established, and the reconstruction 

results of more identity features are obtained; the model uses the video face recognition network to 

extract depth features from the reconstructed key frames for Classification prediction improves 

recognition accuracy. 

 

II. APPLICATION OF DEEP LEARNING TECHNOLOGY IN FACE RECOGNITION 

 

2.1 Face Detection Technology 

 

In the face recognition module, face detection is a very important link. However, there are many 

factors that will affect the detection accuracy, such as illumination and posture [15]. In order to 

eliminate the influence of these factors, the detection method has been innovated, such as detection 

based on features or appearances. The former can be detected based on skin color features and can be 

detected in complex environments, but it has higher requirements for chroma. The latter can be detected 

based on subspaces and neural networks, which can simplify the detection process and has a good use 

effect, but the detection efficiency is low, and the real-time detection cannot be guaranteed. 

 

2.2 Facial Feature Extraction Technology 

 

Since the features of a face can be layered into different categories according to different regions, 

such as overall features and point features, there are many different types of extraction methods, such as 

statistical-based methods or prior rule-based methods. Statistical-based methods are currently widely 

used methods, which can transform and subdivide target information, and combine it with convolutional 

neural networks to further improve detection efficiency and accuracy [16]. The method based on a priori 

rules can effectively improve the accuracy of face detection, and the operation is relatively simple[17]. It 

is extracted according to the previous understanding and experience of relevant personnel, but it requires 

the image to have high definition, which limits its scope of application. 

 

2.3 Feature Classification Technology 

 

This link is the most critical part of face recognition. One of the more common classifiers is support 

vector machine, which has high recognition accuracy, but cannot perform real-time recognition. The 

other is the face recognition method that is often used at present, that is, convolutional neural network. 

Compared with the traditional neural network, the convolutional neural network has a certain 

generalization effect, which can reduce the parameters of the convolutional layer and make the network 

simpler [18]. And with the change of the type of processing data, the number of layers will also change, 
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which can handle complex classification problems, is more convenient for training, and has better 

universality. 

 

III. MODEL BUILDING 

 

This paper proposes a dual-drive adaptive multi-scale super-division reconstruction algorithm for 

target detection, which mainly includes an adaptive multi-scale super-division reconstruction module 

and a dual-drive module. The specific structure is shown in Figure 1. This module contains the adaptive 

multi-scale feature extraction block and integrates the optional multi-scale The feature extraction and 

feature gating unit can flexibly fuse the multi-scale features of remote sensing images and enhance the 

target features. Then, considering the particularity of the subsequent target task, send the super-divided 

optical remote sensing image to the task driving module, that is, the target detection module, and pass 

the task driving loss to the previous super-dividing network to obtain the final remote sensing image 

detection result. 

 

 

 

 

Fig 1 Overall network structure 

Recent studies have shown that, compared with traditional sparse coding, considering the geometric 

structure of the image in sparse coding will help improve the sparse coding ability. An important a priori 

condition for image geometric structure is that natural images often contain repeated structural blocks.  
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IV. EXPERIMENT 

 

The experimental results obtained by using the algorithm in this paper are shown in Table 1, and the 

results of the face recognition method are shown in Table 2. It can be seen that the recognition rate of 

the proposed method is significantly higher than that of the PCA+SVM method. The obtained texture 

features can better represent the information of the face, which is more conducive to the learning of the 

network, and it can be seen from the experimental results that with the increase of hidden layer nodes, 

the recognition rate also increases. The reason for the low recognition rate of the PCA+SVM method is 

that on larger training samples, other factors such as illumination and human posture are all concentrated 

on the principal vector of the principal component analysis [19], resulting in a decrease in the 

recognition rate. Therefore, the proposed method has good advantages in both recognition rate and 

robustness. 

 

TABLE 1: Ablation experiment results 

 

Method structure Recognition rate time consuming 

reinforcement learning 

100-100 92.5 165.21 

150-100 94.7 297.62 

200-100 98.3 329.21 

 

TABLE 2: Compare with other methods 

 

Method Recognition rate 

Our 96.3 

PCA+SVM[20] 89.2 

 

V. CONCLUSION 

 

This paper proposes a deep reinforcement learning face recognition algorithm. In the experimental 

comparison on the ORL face database, the method in this paper has a significant improvement in the 

recognition rate compared with the face recognition algorithm of PCA+SVM, which reflects the 

advantages of the LBP+DBN method. 
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