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Abstract: 

Aiming at the problem of low prediction performance due to the lack of negative link feature fusion and 

mining effective information in symbolic social networks, a new negative link prediction method based 

on feature fusion is proposed in this paper. Based on the classical structural balance theory and social 

status theory, this method constructs four characteristics related to negative symbols. Including node 

characteristics, structure characteristics, similarity characteristics and scoring characteristics, the negative 

link prediction is realized by using logistic regression algorithm. Its effectiveness is verified on two 

typical symbolic network data sets, epinions and Slashdot. The experimental results show that compared 

with the benchmark method, the accuracy of the extracted method is improved by about 4.5% and 10.4% 

respectively on the two data sets. The F score increased by about 27.3% and 31.5% respectively. The 

purpose of improving the prediction effect of negative link is achieved.. 

Keywords: Social Network, Link Prediction, Deep Learning, Logistic Regression Algorithm.. 

 

I. INTRODUCTION 

 

Opportunistic networks evolved from Delay Tolerant Networks (DTN) [1-2]. Different from the 

traditional MANET, in the opportunistic network, nodes can communicate without a complete link [3]. 

The source node and destination node can not only deliver data through direct encounter, but also complete 

the indirect delivery of messages through multi hop routing. Link prediction in the network is to predict 

whether there are undiscovered links and future links in the network through known node attributes and 

network node information [4-6]. By predicting the links between network nodes, we can mine the 

unknown relationships in the network, and then obtain more valuable information. Link prediction is an 

important task in network analysis. In opportunistic networks, link prediction can provide good direction 

and theoretical support for solving the difficulties of routing strategy [7]. However, in different networks, 

the methods of link prediction will also be different. Therefore, we should design a good link prediction 

method according to the experience of relevant fields and the actual situation of the network [8]. How to 

design a good link prediction algorithm according to the characteristics of opportunistic network is the 

focus of this paper. 
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II. SIMILARITY INDEX OF OPPORTUNISTIC NETWORK LINK PREDICTION 

 

2.1 Construction of similarity index ASLP 

At present, the existing similarity indicators (such as CN, AA, RA, etc.) have good results in networks 

with relatively large density and more common neighbors. However, the opportunistic network is very 

sparse, and there may be few common neighbors between the two nodes at a certain time. The similarity 

index is difficult to describe the structural information of the network, which leads to a certain error in link 

prediction in opportunistic network. In the research of Zheng et al., it is considered that for sparse 

networks, the computational complexity will not increase when only the common neighbors and their 

third-order neighbors are considered. Therefore, this paper selects the local path index as the basic index, 

because after considering the high-order path, there will be more structure information available in the 

network and more link information. Therefore, this paper combines this index with the average separation 

time, and the constructed aslp index is shown in Formula 1 [9-14]. 
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Where z is the common neighbor of node a and node b, ASaz and ASzb are the average separation time 

of the link, m and n are the third-order neighbors between the two nodes, and ASam, ASmn and ASnb are the 

average separation time of each link in the third-order neighbors. Aslp index improves the original 

similarity index according to the characteristics of opportunity network. On the one hand, this index can 

well describe the similarity between network links. On the other hand, it can also expand the local structure 

information of the network, which establishes a good foundation for constructing deep learning samples 

later. 

 

2.2 Link prediction and evaluation index 

After proposing the index, we need to prove whether the index can accurately describe the link 

situation through experiments, and verify the effectiveness of the index by comparing with other similarity 

indexes. AUC (area under ROC curve) and precision are two common indicators to evaluate the quality of 

link prediction algorithm. AUC is the most widely used evaluation index at present. In the experiment, the 

independent comparison is not repeated N times. The number of times to record 1 point is n 'times, and the 

number of times to record 0.5 point is n' times. The calculation formula of AUC is shown in 2. 

 

0.5n n
AUC

n

 
                                 (2) 

 

According to the AUC principle, if the link score is generated randomly, the AUC score is about 0.5. If 

the AUC value of the algorithm is more than 0.5, it indicates that the algorithm is effective. And the higher 

the AUC value, the better the index effect. AUC measures the quality of the index as a whole, while 
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precision only considers whether the top L edge is predicted accurately. Precision index is the ratio of the 

number of successful links predicted to the total number of links. The principle is: calculate the similarity 

index value of each link, then sort it in descending order, and finally check the correct proportion predicted 

in the first L-bit. The formula is shown in Figure 3. 

 

m
Precision =

L
                                (3) 

 

Where m is the number of successful links predicted in the previous L. The higher the precision value, 

the higher the prediction accuracy. 

 

The data sets used in this paper are infocom05 and MIT (the details of the data sets are described in 

Chapter 5), and the comparison of prediction index performance is carried out in the two data sets. In this 

experiment, CN, AA, RA, Katz and LP indexes are compared with aslp indexes to analyze the 

performance of these indexes in opportunistic network link prediction. The proposed indicators are 

compared by AUC and precision. The performance of aslp index in precision is inferior to the best AA 

index and superior to other similarity indexes. However, the gap between aslp and AA index is not very 

large, and the difference from other traditional indexes is that aslp is more stable than other indexes with 

the change of time window. In order to display the results more intuitively, average the calculated AUC 

and precision. As shown in Table 1. 

 

TABLE I. AUC and precision mean 

 

  
MIT Infocom05 

AUC Precision AUC Precision 

CN 0.7822 0.268 0.8369 0.2819 

AA 0.7913 0.3131 0.839 0.3665 

LP 0.8035 0.2725 0.8707 0.3254 

Katz 0.8039 0.241 0.8708 0.2301 

ASLP 0.8287 0.2835 0.9001 0.3485 

 

To sum up, the ASLP index proposed in this paper is more effective and stable than the traditional 

similarity index in the link prediction of opportunistic networks. ASLP index can accurately describe the 

sparsity and intermittent connectivity of the network. Therefore, this paper uses ASLP as the basic training 

sample. Through the training of deep learning model, the potential law of link dynamic change is extracted, 

so as to infer whether the link exists or not at the next moment. 
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III. CONSTRUCTION OF OPPORTUNITY LINK PREDICTION MODEL IN NETWORK 

 

3.1 Cyclic neural network 

Although the aslp index proposed in this paper has a good performance in the opportunity network, the 

problem is that the index only reflects the state in each time window and does not explore the internal 

relationship between each time window. In other words, it does not study the law of link evolution at any 

time. Therefore, this paper uses the deep learning model to mine the potential law of opportunistic network 

links changing with time. In the traditional fully connected neural network, the connection of neurons only 

exists between layers, and there is no connection among neurons in layers. The performance of neural 

network with this structure in dealing with timing problem is not satisfactory. Recurrent neural network 

(RNN) is a deep learning model to deal with time series problems. The model has achieved great success 

and wide application in natural language processing and various prediction problems. Therefore, this paper 

uses LSTM in RNN to explore the internal law of opportunity network. 

 

H
(t)

 represents the state of the hidden layer of the model at time t, which is jointly determined by time t 

and time t-1, o
(t)

 represents the output of the hidden layer at time t, L
(t)

 represents the loss function of the 

gap between the real value and the predicted value at time t, and U, V and W are the shared parameters in 

RNN. With the above introduction, the final predicted output value at time t is shown in formulas 4, 5 and 

6. 

 

      1t t t
h Ux wh b


                                   (4) 

The hidden layer state at time t is determined by the hidden layer state at time t-1 and the input data at 

time t, where σ is the activation function of RNN and b is the offset parameter of linear relationship. 

 

   t t
o Vh c                                  (5) 

 

The formula is the expression of the predicted output value at time t. 

 

    ˆ t t
y o                                 (6) 

 

softmax function. Then the gap between y
(t)

 and 
 ˆ t

y  can be quantified through the loss function. It can be 

seen from the formula that the state of the hidden layer in the cyclic neural network is related not only to 

the input at the current time, but also to the state of the hidden layer at the previous time. 

 

3.2 Short and long term memory network 

Although RNN can use historical information and use the back-propagation algorithm over time, the 
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model can not control the transmission of information in practical application. When the time series is too 

long, there will be the problem of gradient dispersion or gradient explosion. In the process of back 

propagation of traditional recurrent neural network, when the time series is too long, with the progress of 

back propagation, the parameters of the weight matrix of the hidden layer close to the output layer update 

quickly. With the passage of time, its parameters will soon reach the optimal state, while the weight matrix 

of the hidden layer close to the input layer will update slowly, and the value of the final weight matrix will 

be smaller and smaller, which is gradient dispersion. On the contrary, if the weight matrix of the hidden 

layer close to the input layer is very large, the weight of the hidden layer behind it will become larger and 

larger, resulting in the failure of convergence of the model, which is gradient explosion. 

 

In theory, recurrent neural network can deal with the problem of time series, but when dealing with the 

situation of long time series, it can not save too long time information. LSTM can be regarded as a cyclic 

neural network with specific structure, which avoids the problems of gradient disappearance and gradient 

explosion in standard RNN, and LSTM adds three control units: input gate, output gate and forgetting gate. 

As the time series samples enter the model, the units in LSTM will judge the information, the information 

that meets the rules will be recorded, and the information that does not meet the rules will be forgotten. 

Therefore, it has great advantages in solving the problem of time series. LSTM is composed of multiple 

units. Each unit has three gates, namely input gate, forget gate and output gate. 

 

Forgetting gate: decide how much information in the previous state should be discarded. Represents 

sigmoid function, which will output the number between [0,1]. 0 is the cell state before completely 

discarding, and 1 is the cell state before completely retaining. The calculation formula is as follows: 

 

  1,t f t t ff W h x b                                   (7) 

 

Input gate: determines the proportion of input information retained in the cell state Ct. The calculation 

formula is as follows: 
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Output gate: the output is based on the updated cell state. Determines the input for the next cell. The 

calculation formula is as follows: 
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It can be seen from the above introduction that LSTM model accumulates the information with time 

series in linear form. And each gate of LSTM model has its own weight and bias. With the progress of 

model training, the parameters of the model will be adjusted, so as to solve the problem of long-term 

dependence and overcome the shortcomings of traditional RNN. Therefore, LSTM can effectively deal 

with the link prediction problem of opportunistic networks. 

 

V. CONCLUSION 

 

The time variability of opportunistic networks makes link prediction difficult. In this paper, the 

historical information of nodes on time and space is fully considered, and the similarity index aslp is 

proposed by combining the frequency, duration and distribution of connections. On this basis, the LSTM 

deep learning model is applied to the link prediction of opportunistic networks. Aslp index combines time 

and space dependence, which can better reveal the internal law of link evolution in opportunity network, so 

as to effectively predict the future link change trend of opportunity network. 
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